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Abstract—In this paper, we aim at answering the question “at what frequency should one sample individual human movements so that they can be reconstructed from the collected samples with minimum loss of information?”. Our quest for a response unveils (i) seemingly universal spectral properties of human mobility, and (ii) a linear scaling law of the localization error with respect to the sampling interval. We conduct analyses using fine-grained GPS trajectories of 119 users worldwide. Our findings have potential applications in ubiquitous computing and mobile service design, in terms of energy efficiency, location-based service operations, active probing of subscribers’ positions in mobile networks, and trajectory data compression.

I. INTRODUCTION

Over the past few years, the pervasive usage of smart devices and location-tracking systems has made it possible to study and understand human mobility at unprecedented scales. An important feature that was found to characterize human mobility is regularity: we tend to follow the same patterns over and over, and we do so in ways that are clearly periodic [1]. Regularity is easily found in the movements of most individuals: as an example, consider Fig. 1, which shows heatmaps of the locations visited by three random users in the dataset employed in our study. Although these plots convey three weeks of data, a small set of frequently visited places emerges for all users, along with systematic paths connecting them. Likewise, Fig. 2 illustrate the temporal dimension of regularity for the same users: a clear periodicity emerges from the time series of the visited locations.

In this paper we investigate whether the regularity of human mobility entails the possibility of sampling individual movements at reduced constant frequencies, while allowing for the reconstruction of trajectories that retain a vast portion— if not all— of their original level of detail. Intuitively, periodic visits to a limited set of important places through repeated routes may be captured with a smaller sampling effort than, e.g., a completely random mobility. Identifying suitable frequencies for human mobility sampling would have applications in a number of fields, including but not limited to:

(i) mobile computing, where overly frequent GPS localization unnecessarily reduces the battery life of mobile devices;
(ii) location-based service design, where unwarranted users’ position data collection raises significant privacy concerns;
(iii) cellular networks, where active probing of subscribers’ positions is a costly task whose rate must be duly optimized;
(iv) trajectory data compression, where information loss must be minimized.

Overall, our problem is equivalent to posing the question “at what frequency should one periodically sample individual human movements so that they can be reconstructed from the collected samples with minimum loss of information?”. To respond, we adopt a signal processing approach, by considering mobility patterns as signals over time, and carrying out a quantitative analysis of the user localization error in movements reconstructed from regular sampling at different periodicities. Our results unveil a linear scaling law of the error with respect to the span of the constant sampling interval. This law corroborates the outcome of the spectral analysis and has significant practical implications, as it controls the trade-off between accuracy and cost of measurements of human mobility.

II. RELATED WORK

Spatial data trajectory compression is a widely addressed research subject, where the objective is to maintain the trajectory shape (see [2], [3] and references therein). We aim at preserving the temporal dimension of movements as well. Consider the toy example in Fig. 3, where a user leaves home, trains at the gym before work and, later goes to a take-away restaurant. The shape of the spatial trajectory could be well approximated as the sequence of home, junctions B and C, and take-away locations: map-matching based on these cardinal points would allow the description of the whole movement. However, individuals visit places for a purpose, carrying out activities that have different durations. In our example, the size of the circle around each location is proportional to the amount of time spent there. Our purpose is to recreate the complete original mobility of the user, including these temporal features.
Our problem is also different from sampling to detect important locations [4], [5], or from simplifying GPS trajectories to preserve semantics of locations [6], [7]. In the example of Fig. 3, important location detection is solved by sampling the trajectory so as to model the original distribution of time spent at home, work, gym, and take-away. However, approaches for the detection of such frequently visited places ignore the time ordering of visits, and do not capture transitions between frequent locations. Instead, our holistic perspective accounts for all these characteristics.

Finally, we are not interested in maintaining locations that would impose a great change in the original direction of the trajectory, if absent [8]; nor we address the similar problem of calculating the current position of a target based on its travelled distance and direction of movement, known as dead reckoning [9], [10]. Indeed, we are not interested in simplifying a pre-recorded GPS trajectory but to find convenient sampling frequencies for human trajectory data.

To the best of our knowledge, this is the first work to thoroughly study the problem of finding a good constant sampling frequency at which to sample human mobility so that users’ complete movements can be accurately reconstructed.

III. REFERENCE DATASET

Our study employs a dataset of real-world individual mobility data extracted from three different sources.

- MACACO data was collected between July 2014 and December 2016 as part of the European collaborative project MACACO, funded by the EU CHIST-ERA program\(^1\). A dedicated application, running on smartphones of volunteers in several countries in Europe and South America, recorded GPS positioning information at regular time intervals, typically from one to five minutes. Due to data privacy regulations in France, where the GPS logs are hosted, the data is not publicly available.

- OpenStreetMap (OSM) data was collected by volunteers who recorded and uploaded their trajectories as a contribution to the OSM database\(^2\). The OSM project is a global crowd-sourcing initiative, aiming at mapping the whole world surface thanks to the activity of a vast user community. GPS traces uploaded by participants typically feature 1-Hz frequency. They are freely available on the official OSM project website.

- Geolife data was collected in Beijing by Microsoft Research Asia from April 2007 to August 2012 [11]. It consists of GPS trajectories recorded through different GPS loggers and smartphone apps. Although sample

\(^1\)https://macaco.inria.fr/macacoapp/

\(^2\)https://www.openstreetmap.org

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Users</th>
<th>Weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACACO</td>
<td>19</td>
<td>164</td>
</tr>
<tr>
<td>OpenStreetMap</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Geolife</td>
<td>96</td>
<td>881</td>
</tr>
</tbody>
</table>

TABLE I: Per-source users and weeks in the reference dataset.

rates vary significantly across users and time periods, the vast majority of GeoLife positioning data is recorded at intervals from one to five seconds. GeoLife traces are publicly available on the official project website.

The GPS trajectories in our dataset cover sensibly different geographical and temporal spans, even for data coming from the same source. Depending on the user, movements can encompass a single city or multiple continents, over time intervals ranging from days to years. Moreover, the quality of the data for a single user is typically very heterogeneous over time, with periods of days or weeks where GPS logs are erroneous or completely absent. In order to build a consistent reference dataset, we segmented the mobility traces of all users into one-week trajectories\(^3\), and analysed them separately. During each week, we bounded the mobility of each individual to the regions where the activity is concentrated. One-week trajectories and bounded regions avoid biases introduced by singularities, such as international journeys performed once in months. Clearly, bounded regions can create temporal gaps in the weekly traces, whenever users visit areas outside them; however, this effect is marginal, as we found that users spend 85% to 100% of their time within their weekly bounding region. Depending on the user, bounding regions span from 400 to 3,000 km\(^2\).

We then filtered the one-week geographically-bounded trajectories based on their quality and retained only the trajectories that contain complete GPS records in at least six out of seven distinct week days. Ultimately, our reference dataset is composed of 1,052 weeks of mobility of 119 different individuals. Tab. I provides a break down of these numbers on a per-source basis. A legitimate question is whether the data is dominated by a few users, i.e., if the majority of weeks refers in fact to a limited set of users, which could bias the analysis. Fig. 4(a)-(c), which portray the distribution of the number of weekly trajectories, show that this is not the case. Indeed, the vast majority of users contribute one to ten weeks of movement data, and the few users who exceed that range provide around 50 weeks of mobility at most. Overall, our reference dataset encompasses a quite diverse base of individuals.

The different techniques employed to collect the GPS positioning information lead to uneven recording intervals across, and even within, the original data sources. In addition to this, weekly trajectories have temporal gaps due to offline GPS receivers, interruptions in the data collection service, or users travelling outside the bounding regions we introduce. Fig. 4(d) shows the cumulative distribution function (CDF) of the sampling intervals observed in all one-week trajectories of our reference dataset. We remark that in almost all cases such intervals are shorter than 15 minutes. More precisely, in trajectories from the lower-granularity MACACO data, 40% and 65% of GPS points are separated by less than 1 and 5

\(^3\)The rationale behind our choice is that many human activities have been shown to have a weekly periodicity [12], [13]. Using one-week GPS logs lets us capture both repetitiveness and regularity of human mobility.

Fig. 3: Toy example of a mobility trajectory. Labels denote important locations or turning points. The size of the circle around each location is proportional to the amount of time spent there by the user.
minutes, respectively. In trajectories from OSM and GeoLife data, 90% to 95% of points are less than 10 seconds apart, as highlighted in Fig. 4(e). We argue that the sampling intervals in the one-week trajectories of our reference dataset are sufficient to capture human movements, and we consider them as our ground-truth in the remainder of the study.

IV. SPECTRAL ANALYSIS OF HUMAN MOBILITY

From a spectral analysis viewpoint, answering the question posed in the Introduction, “at what frequency should one periodically sample individual human movements so that they can be reconstructed from the collected samples with minimum loss of information?” means to consider human movements as a signal in time, and study its spectrum in frequency.

A. Individual movement as a unidimensional signal

First, we need to transform individual GPS trajectories into unidimensional time series. Even when ignoring altitude information, points in geographical trajectories are obviously bidimensional. We carried out an extensive evaluation of approaches to reduce bidimensional movements to unidimensional signals, using approximated measures such as velocity or relative displacement from the centre of mass, and transformations such as enumeration of discretized locations in the Hilbert space. However, all of the techniques we tested introduced an exceeding amount of noise in the process, disrupting individual movements or introducing unrealistic jumps in the mobility of users.

We opted for a parallel study of the two dimensions of the geographical space, by considering them in isolation. Instead of using the absolute values of latitude and longitude as unidimensional time series, we replace them with the signed latitude and longitude displacements from the corresponding centre of mass of the one-week trajectory. Formally, the displacements of the $i$-th point in a trajectory are denoted as $\tilde{\text{lat}}_i$ and $\tilde{\text{lon}}_i$, respectively, and computed as

$$\tilde{\text{lat}}_i = \text{lat}_i - \frac{1}{n} \sum_{j=0}^{n} \text{lat}_j$$
$$\tilde{\text{lon}}_i = \text{lon}_i - \frac{1}{n} \sum_{j=0}^{n} \text{lon}_j$$

(1)

Fig. 6: Correlation between unidimensional displacements and original travelled distance in the bidimensional space. (left) Coefficients separated by data source. (right) Scatterplot of latitude (top) and longitude (bottom) displacements with respect to the actual bidimensional movement, for trajectories in the MACACO data.

where $\text{lat}_j$, $\text{lon}_j$ are the latitude and longitude coordinates of the $j$-th GPS point, and $n$ is the number of points in the trajectory. Other than making time series more easily comparable and readable across users and weeks, the transformations in (1) have the property of generating zero-mean signals whose frequency spectra have no DC components. Note that none of the other tested approaches exhibit such properties. Illustrations of our unidimensional description of individual movements are in Fig. 5, for two one-week trajectories.

By considering the transformation above on the two geographical dimensions in isolation we do not introduce errors; yet, we may lose properties that only emerge when the two dimensions are considered jointly. To verify whether such a problem exists, we analysed the correlation between the isolated latitude or longitude displacements and the actual travelled distance in the bidimensional space. Fig. 6 shows the per-source correlation coefficients, as well as the linear fitting on trajectories from the MACACO data. We observe consistently good correlations in all cases, which lets us conclude that both dimensions, when taken separately, still provide decent approximations of the overall mobility. Interestingly, the correlation is always stronger for longitude than for latitude, indicating that participants to all data sources tend to move along an East-West axis rather than along a South-North one; this may be due to the geographical shape of the cities where the data collection took place.

B. Frequency spectra of human mobility

We apply the Fast Fourier Transform (FFT) in order to compute the spectral representation of the finite-length sequences that represent the one-week latitude and longitude
displacement signals. Let \( x[n], \) \( n = 0, \ldots, N-1 \) be a sequence (or signal) of length \( N \). Then, its spectral counterpart,

\[
X[k] = \sum_{n=0}^{N-1} x[n] e^{-j2\pi kn/N}, \quad k = 0, \ldots, N-1
\]

(2)
can be computed with \( O(N \log N) \) operations. It is well known that \( X[k] \) is useful to highlight periodic components in the sequence \( x[n] \). In particular, if the sequence \( x[n] \) is obtained by sampling a continuous-time periodic signal \( x(t) \) within a single period, then \( X[k] \) will be equal to the sequence of coefficients of the Fourier series of \( x(t) \).

The frequency spectrum of a signal yields information about the sampling frequency needed to reconstruct the original time series with a small error. For an ideal signal, whose spectrum drops to zero after some frequency threshold \( f_s \) (i.e., the bandwidth of the signal), the Nyquist–Shannon sampling theorem guarantees that a sampling rate \( 2f_s \) is enough to allow a lossless reconstruction of the original signal from its samples. For practical signals, the spectrum is not strictly limited, but it features limited amounts of noise. In those cases, the spectrum is mostly concentrated within a finite support and shows a negligible amount of power beyond the frequency threshold; again, sampling at a rate twice the threshold, allows reconstructing the original signal with minimum error.

Fig. 7 shows the spectra of the latitude (top) and longitude (bottom) displacement signals of a representative example of one-week trajectories. The first two columns refer to the signals in Fig. 5. The original spectra are in light blue, while signals in Fig. 5. The original spectra are in light blue, while the spectrum is mostly concentrated within a finite support and shows a negligible amount of power beyond the frequency threshold. The frequency spectrum of a signal yields information about the sampling frequency needed to reconstruct the original time series with a small error. For an ideal signal, whose spectrum drops to zero after some frequency threshold \( f_s \) (i.e., the bandwidth of the signal), the Nyquist–Shannon sampling theorem guarantees that a sampling rate \( 2f_s \) is enough to allow a lossless reconstruction of the original signal from its samples. For practical signals, the spectrum is not strictly limited, but it features limited amounts of noise. In those cases, the spectrum is mostly concentrated within a finite support and shows a negligible amount of power beyond the frequency threshold; again, sampling at a rate twice the threshold, allows reconstructing the original signal with minimum error.

Due to space limitations, we cannot show the spectra of all one-week trajectories in our dataset: however, we found the observations above to hold in the overwhelming majority of cases. Considering the heterogeneity of our user base, we hypothesize that such features could be a universal property of human mobility spectra.

We can explain both facts remarked above by considering that the unidimensional movement signals show very steep transitions and deep spikes, see, e.g., Fig. 5: hence, the resulting spectrum shows a slow decay for high frequencies. In other words, although it exhibits some clear periodicity \([14]\), human mobility is in fact a sequence of long periods where individuals are almost static and fast transitions between such important locations. While positions during stationary time intervals contribute to low-frequency spectral components and are hence easily captured by a sparse sampling, travelling causes discontinuities in the mobility signal and is much harder to sample. As a result, considering that sampling at higher frequencies has a cost but leads to a better quality of the reconstructed signal, the spectra do not reveal whether, e.g., collecting samples at every 10 minutes is obviously more efficient than sampling at every hour.

Although disappointing in a sense, this outcome calls forth for an extensive quantitative analysis of the exact trade-off between the quality and cost of sampling in the context of human mobility. We address this aspect in the next section.

### V. A Quantitative Analysis of Mobility Sampling

We perform an experimental analysis, and investigate the impact of different sampling frequencies on the quality of the mobility reconstructed from the collected samples. To this end, we create downsampling versions of the one-week trajectories in our reference dataset, using a wide range of sampling intervals, from 10 minutes to 12 hours. We deem longer intervals unreasonable for one-week-long time series. We then create reconstructed versions of the complete trajectories by linearly interpolating the samples, and assess how such reconstructed trajectories compare to the original ones.

We measure the error in retrieving a complete individual trajectory from sampled data by using the average Haversine distance. Given two points on Earth’s surface, \( p_a = (\text{lat}_a, \text{lon}_a) \) and \( p_b = (\text{lat}_b, \text{lon}_b) \), we define \( \Delta_{\text{lat}} = \text{lat}_b - \text{lat}_a \), and \( \Delta_{\text{lon}} = \text{lon}_b - \text{lon}_a \). The Haversine distance of \( p_a \) and \( p_b \) is

\[
D(p_a, p_b) = R \cdot 2 \cdot \text{atan}^2 \left( \sqrt{\phi} \sqrt{1 - \phi} \right),
\]

where \( \phi = \sin^2(\Delta_{\text{lat}}/2) + \cos(\text{lon}_a) \cdot \cos(\text{lat}_b) \cdot \sin^2(\Delta_{\text{lon}}/2) \), and \( R = 6,371 \) km is the Earth’s radius. The average Haversine distance of a one-week trajectory is the mean of all Haversine distances between the points of the reconstructed and original mobility recorded at the same time instant.

Fig. 8 shows the evolution of the average Haversine error against the sampling interval, for a representative set of eight individuals in our reference dataset. Each plot presents results for all of the one-week trajectories of a specific user: as multiple one-week trajectories are aggregated in every plot, we outline the mean (dots), 25-75% quantiles (dark blue region) and 10-90% quantiles (light blue region) of the error measured over all trajectories of one user.
Fig. 8: Average Haversine distance between the original and the reconstructed trajectories of eight users, versus sampling intervals between 10 minutes and 12 hours. Dots represent mean values. Dark and light shaded regions depict the 25-75% and 10-90% quantiles. Solid lines are the linear fittings on average points. Figure best seen in color.

Fig. 9: (a) Distribution of the RMSE due to the linear approximation of the relation between the average Haversine distance and the sampling interval. (b) Distribution of the ratio between the average Haversine distance and the sampling interval. Plots are for all users.

A surprisingly clear linear relationship characterizes all curves. Fittings on a simple linear model (solid lines in Fig. 8) show an excellent match for all our users. In fact, the linearity of the relationship between the Haversine distance and the sampling interval is a common trait of all individuals in our dataset. Fig. 9(a) portrays the CDF of the Root Mean Square Error (RMSE) between the linear fitting and the mean values (solid lines and dots respectively in Fig. 8) of the average Haversine distance, for all users, over sampling intervals that range from 10 minutes to 12 hours. The probability mass of the distribution is below 250 meters – a very reasonable RMSE for people travelling tens of km per day.

We also highlight that the only parameter of the fitting curve \( y = \alpha x \), i.e., the slope \( \alpha \) has an important physical meaning: it characterizes the ratio between the average Haversine distance and the sampling interval, or, equivalently, it explains the mean additional error of the reconstructed trajectory when increasing the time that intercurs between samples. Hence, it can be measured in meters per minute (m/min). In other words, our analysis indicates that adding one minute to the sampling interval used to track one individual leads to an additional positioning error of \( \alpha \) minutes in her recorded trajectory, not matter the absolute span of the sampling interval.

When looking at the value of \( \alpha \), we remark that it is not identical across users: the plots in Fig. 8 also report the equation of the linear fit, and we can note some diversity there. We study the heterogeneity of \( \alpha \) in Fig. 9(b), which portrays the CDF of the distance/interval ratio associated to all individuals in our reference dataset. Over 90% of users have slopes that are uniformly distributed between 1 and 4 m/min. Hence, for the vast majority of individuals, the inaccuracy of their recorded trajectory grows of 1 to 4 meters for each minute added to their movement sampling interval.

To better understand the reasons behind the linear relationship and the heterogeneity of the \( \alpha \) parameter, we computed the correlation between a few human mobility features, such as radius of gyration, average speed, maximum displacement, regularity etc. and the parameter \( \alpha \) for all users in our datasets. We found the strongest positive correlation to exist between the radius of gyration and the parameter \( \alpha \), suggesting that the furthest a user is travelling in her mobility the largest the average error she imposes for sparser sampling intervals.

VI. DISCUSSION AND CONCLUSIONS

Summarizing our findings, we assert that the average error incurred by trajectories reconstructed from periodic samples scales linearly with the constant sampling interval. Note that this result is well aligned with the outcome of our spectral analysis in Sec.IV: the linearity of the relationship between error and sampling interval explains the absence of an operational point for the effective sampling of human movements. In addition, we find that the linear scaling law is characterized by a comparable parameter, i.e., the error-to-interval ratio, across all our user base; depending on the individual, the error typically grows 1 to 4 meters when adding one minute to the inter-sample time. All this results in a simple and seemingly general scaling law which provides a very useful reference for practitioners: we discuss a few especially promising usages.

Energy-efficient mobile computing. It has been shown that frequent sampling of GPS data tends to quickly drain the battery of a mobile device [15], [16]. A natural solution is to sample the device position at a reduced frequency. However, deciding which periodicity should be employed is
not trivial. The linear scaling law we identified is a starting point to understand how to control the tradeoff between energy consumption and localization accuracy. It can also become an important building block in techniques for the dynamic adaptation of GPS data collection frequency in mobile devices—e.g., based not only on context, but also on target accuracy.

**Location-based service operation.** Location-based services (LBS) rely on positioning information about their users. Yet, an excessively frequent collection of user locations is expensive from both energy and communication perspectives, it raises privacy concerns, and it can ultimately bother customers. Our results may help taking informed decisions, reducing the periodicity of localization according to the approximation in the user’s position that can be tolerated by the service.

**Active probing of device position in mobile networks.** Precise knowledge of subscribers’ locations is a valuable information for mobile operators, for both network management and value-added service development [17]. Actively probing mobile devices for their position in a country-scale mobile network is a computationally expensive task, which has traditionally pushed operators to favor less controllable passive measurements [18]. In fact, subscribers are localized based on their associated antenna sector, and those sectors cover hundreds of m² in the best case. In this context, our results suggest that running active probing at, e.g., every hour, would not decrease significantly the measurement accuracy, as the incurred error would be typically comparable to the antenna sector coverage.

**Trajectory data compression.** A straightforward application of our results is data compression. If large amounts of trajectories must be stored, and memory becomes an issue, one could sample the original movement data at some reduced fixed frequency, and store only those samples. This is a lossy operation, yet the scaling law we identified provides reasonable indications about the incurred loss of information.

As a final point of our discussion, we would like to clarify the scope and limitations of our work. The question we posed in the Introduction and the subsequent analyses aim at being as general as possible. However, when it comes to specific applications that leverage some form of human mobility sampling, most have peculiarities that make them unique. For instance, different services may rely on forms of accuracy that are not well represented by our average Haversine error; they may have requirements in terms of maximum variance of the accuracy that is not captured by our mean analysis; or they may accommodate sampling approaches that are not constant but adaptive to, e.g., context. It is thus important to understand that our study does not aim at providing direct support to the design of specific practical services; instead, our scaling law can be a sensible starting point for more application-targeted investigations of trajectory sampling.

In the light of the results presented in this work, a laconic answer to the original question posed in the Introduction is "it depends on the error one can afford". Fortunately, our findings are more informative than that, and provide a simple scaling law for the user positioning error, with general validity and limited parameter diversity across individuals.
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